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AI has made incredible 
progress in the last 10 years

https://ourworldindata.org/artificial-intelligence



~1942
Asimov envisioned a world of AI, rules by 

the three laws of robots.

For some of us, today 
represents a world of science 
fiction. A vision thousands of 
years old. 

~400BCE 
The legend of Talos, a giant bronze guardian 
of Crete from ancient Greek myth, represents 

one of the earliest notions of a mechanical 
being with (albeit mythical) autonomy

“If every tool, when ordered, or even of its own 
accord, could do the work that befits it... then 
there would be no need either of apprentices 
for the master workers or of slaves for the 
lords.” - Aristotle (384BC)

“It is customary to offer a grain of 
comfort, in the form of a statement 
that some peculiarly human 
characteristic could never be imitated 
by a machine. I cannot offer any such 
comfort, for I believe that no such 
bounds can be set.” - Alan Turing, 1951



AI isn’t new. It was 
coined a term in 
1955 by John 
McCarthy and 
strong engineering 
roots in the 1800s. 

https://digitalwellbeing.org/artificial-intelligence-timeline-infographic-from-eliza-to-tay-and-beyond/



So what happened?



We had some breakthroughs in our models. One critical 
breakthrough was “transformers”.



https://cameronrwolfe.substack.com/p/llm-scaling-laws

We realized more 
data + compute + 
model size = 
predictably better 
performance. 

We call those the 
“scaling laws of AI”



Which meant better 
hardware (GPUs)

The trend is that our 
computational 
requirements 
increase 4x every 
year!



So our models got better, and 
in many cases, better than 
humans.



Deep Blue beat kasparov in 1996



In 2015 we saw AI advance past human capabilities in image recognition 



https://ourworldindata.org/grapher/test-scores-ai-capabilities-relative-human-performance

Now, it 
outperforms 
humans in many 
other categories



As smart as it seems 
to be, it does some 
pretty stupid/harmful 
things too.

https://www.anthropic.com/research/agentic-misalignment



“How could something play like a 
god, then play like an idiot in the 
same game” – Kasparov in an 
NPR interview after losing to 
Deep Blue



Which leaves us with a 
lot of ethical challenges 
in a field called 
“Responsible AI”.

https://hai.stanford.edu/assets/files/hai_ai_index_report_2025.pdf



However, the market impact (today) is tremendous 
across many areas (personal and business).

https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-state-of-aihttps://hai.stanford.edu/assets/files/hai_ai_index_report_2025.pdf



AI Agents..What’s that and how is 
this different from AI?



Human AI Agent Environment

action

feedback

Model inspired by anthropic

AI agents are AI Systems that 
autonomously plan and execute complex 
tasks

Open Ended

Difficult To Predict

Non Deterministic



When we pair multiple 
agents together, this is 
called multi-agent.

Sometimes it’s 
orchestrated. 

https://langchain-ai.github.io/langgraph/concepts/multi_agent/



And tools exist 
today to go 
build these.

https://multiagentbook.com/labs/frameworks/



But many of us believe in a crazy 
vision where AI is interacting 
across trust boundaries…



https://arxiv.org/pdf/2504.16736v1

There are quite a few folks working on an 
“internet” of agents…



With Major Questions on 
Switch vs. Upgrades

https://github.com/aidecentralized/nandapapers/blob/main/v0.3%20Upgrade%20or%20Switch%20-%20Do%20We%20Need%20a%20New%20Registry%20Architecture%20for%20the%20Internet%20of%20AI%20Agents.pdf
https://github.com/aidecentralized/nandapapers/blob/main/v0.3%20Upgrade%20or%20Switch%20-%20Do%20We%20Need%20a%20New%20Registry%20Architecture%20for%20the%20Internet%20of%20AI%20Agents.pdf


Agent-To-Agent Messaging

Interaction interoperability State Management

Discovery

Perhaps there’s 4 Building Blocks? 
NANDA: Collaborative Agentic AI Needs Interoperability Across Ecosystems – MAY 2025

https://arxiv.org/abs/2505.21550


https://arxiv.org/pdf/2504.16736



MCP and A2A

https://google-a2a.github.io/A2A/latest/#intro-to-a2a-video



Identity is a fundamental 
building to the agentic internet



So AI Agent Identity. What is it? 



Agents Identities Are NOT 
Humans. They are non-Human 
Identities (NHIs).

https://www.media.mit.edu/publications/authenticated-delegation-and-authorized-ai-agents/



Different concerns when dealing with NHI.
https://cloudsecurityalliance.org/artifacts/state-of-non-human-identity-security-survey-report



Dynamic capabilities

https://softwareanalyst.substack.com/p/the-complete-guide-to-the-growing

Human in the loop requirements

There’s going to be a lot more 
of them, and it costs very 
little to create a new one…

Lifecycle management

Larger need for interoperability

Need for more dynamic policies



Sybil Attacks represent one of many threats to 
functional AI Agent Identity



Human AI Agent Environment

action

feedback

Open Ended

Difficult To Predict

Non Deterministic

Humans can anchor some of these flows…





What about delegation?

https://www.media.mit.edu/publications/authenticated-delegation-and-authorized-ai-agents/



Will delegation trees be deep? 
https://www.researchgate.net/figure/An-example-of-delegation-paths-and-a-delegation-tree_fig2_326381087



Word of caution: It’s not just about the software 
identity, it’s also about the hardware identity.

https://learn.microsoft.com/en-us/azure/confidential-computing/trusted-execution-environment



So is this stuff secure? 



Security Frameworks For 
AI Agents Today

Framework

TRiSM ( Trust, Risk, and Security Management) 4 Pillars: Explainability, ModelOps, Application Security, and Model Privacy

MAESTRO  ( Multi-Agent Environment, Security, Threat, Risk, 
and Outcome ) 

A seven-layer reference architecture described by Ken Huang, allowing us to 
understand and address risks at a granular level.

STRIDE ( Spoofing, Tampering, Repudiation, Information 
Disclosure, Denial of Service, and Elevation of Privilege ) 

A threat model developed by Microsoft to identify potential security threats in 
software and systems

PASTA ( Process for Attack Simulation and Threat Analysis ) PASTA is a seven-stage threat modeling methodology that combines business 
objectives with technical requirements to deliver a complete risk analysis of potential 
threats.

LINDDUN ( Linkability, Identifiability, Non-repudiation, 
Detectability, Disclosure of information, Unawareness, and 
Non-compliance )

Privacy focused threat model. 

OCTAVE ( Operationally Critical Threat, Asset, and 
Vulnerability Evaluation ) 

Aligns security efforts with the organization's overall risk management strategy

VAST ( Visual, Agile, and Simple Threat Modeling ) Agile Development

Trike System Modeling Framework 

https://arxiv.org/pdf/2506.04133
https://cloudsecurityalliance.org/blog/2025/02/06/agentic-ai-threat-modeling-framework-maestro
https://en.wikipedia.org/wiki/STRIDE_model
https://threat-modeling.com/pasta-threat-modeling/
https://www.open.edu/openlearncreate/mod/page/view.php?id=201450
https://www.purestorage.com/knowledge/octave-threat-model.html
https://threatmodeler.com/innovation-lab/vast/
https://threat-modeling.com/trike-threat-modeling/


So in this internet of agents…

We have a LOT of work to do…



Don’t see your organization? Raise your hand and let us know what you’re working on!

Open Initiatives Working on AI



What about agentic 
governance?



Agents are not liable. But the operators of them might be. 
This is a new risk surface for many organizations.

 
Work is happening to explore how to evaluate liability when an agent is in the middle. There is precedence. In the 

U.S, the Uniform Electronics Transaction Act.
https://www.dazzagreenwood.com/p/when-ai-agents-conduct-transactions

AI is not itself a legal entity!



https://www.techieray.com/GlobalAIRegulationTracker

https://hai.stanford.edu/assets/files/hai_ai_index_report_2025.pdf



So What Needs To Happen In 
Agentic Identity?



There’s a LOT…but if I had to 
choose a few…



Discovery

Access Controls ( Authorization and Authentication ) / Delegation

Agentic Registries 

Trust/Attestation Chains

Observability / Interpretability

Privacy Preserving Communication/Compute

Agent Governance/Policy

Human Experience

Human in the Loop Flows



Thank you!


